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Abstract

This paper presents experiments using an adaptive learning compo-

nent based on Radial Basis Function (RBF) networks to tackle the uncon-

strained face recognition problem using low resolution video information.

Firstly, we performed preprocessing of face images to mimic the e�ects

of receptive �eld functions found at various stages of the human vision

system. These were then used as input representations to RBF networks

that learnt to classify and generalise over di�erent views for a standard

face recognition task.





combine the views so that a single output unit corresponds to the individual

person. We have taken this idea further and have developed a `face unit' network

model, which allows rapid network training and classi�cation of examples of

views of the person to be recognised. These face units give high performance and

also alleviate the problem of adding new data to an existing trained network. We

are use the various views of the person to be recognised together with selected

confusable views of other people as the negative evidence for the network. Our

face units have just 2 outputs corresponding to `yes' or `no' decisions for the

individual. This is in contrast with Edelman et al. (1992) who did not use such

negative evidence in their study. We show that this system organisation allows


exible scaling up which could be exploited in real-life applications.

The RBF Network Model

The RBF network is a two-layer, hybrid learning network (Moody & Darken

1988, Moody & Darken 1989), with a supervised layer from the hidden to the



Figure 1: Entire 10-image range (rotating around the y-axis) for one person

before preprocessing

matrix pseudo-inverse method (Poggio & Girosi 1990y



Form of Test Data

Lighting and location for the training and test face images in these initial studies

has been kept fairly constant to simplify the problem. For each individual to

be classi�ed, ten images of the head and shoulders were taken in ten di�erent

positions in 10

�

steps from face-on to pro�le of the left side (see Figure 1),

90

�

in all. This gave a data set of 100 8-bit grey-scale 384�287 images from ten

individuals.

A 100�100-pixel `window' was located manually in each image centred on

the tip of the person's nose,



(a) (b) (c) (d) (e)

Figure 2: Shift-varying
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Figure 3: Scale-varying data for the `face on' view of one individual: (a) +25%

(uses 111�111 window) (b) +12.5% (107�107) (c) normal view (100�100) (b)

{12.5% (94�94) (b) {25% (87�87)

Shift and Scale Invariance Properties of the RBF

Network

Two further data sets were created to test the RBF network's generalisation

abilities:

� A shift-varying data set with �ve copies of each image: one at the standard

sampling `window' position, and four others at the corners of a box where

all x,y positions were �10 pixels from the centre (see Figure 2).

� A scale-varying data set with �ve copies of each image: one at the standard

sampling `window' size, and four re-scaled at �12:5% and �25% of its

surface area, ranging from 87�87 to 111�111 (see Figure 3).

Inherent Invariance - Training with Original Images Only

These experiments used only the original from each group of �ve for training,

using all the varied ones (and the remainder of the original ones not used for

training) for testing. This gives a measure of the intrinsic invariance of the

network to shift and scale, ie.the invariance not developed during training by

exposure to examples of how the data varies.
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(a)

Network Pre- Initial % % After

processing % Discarded Discard

100/400 DoG 14 84 21

100/400 Gabor 35 82 47

50/450 DoG 22 82 56

50/450 Gabor 37 77 53

(b)

Network Pre- Initial % % After

processing % Discarded Discard

10+20 DoG 51 30 51

10+20 Gabor 57 38 52

6+12 DoG 54 32 53

6+12 Gabor 57 38 57

Table 2: E�ect of pre-processing methods on shift-varying dataset (the original



Learnt Invariance - Training with Shift and Scale Varying

Images

These experiments again used a �xed selection of positions for training examples,

using all �ve versions of each original image. This gives the network information

about the shift and scale variance during training to help in learning this kind

of invariance.

(a)

Pre-processing Initial % % Discarded % After Discard

DoG 72 46 94

Gabor 85 35 98

(b)

Pre-processing Initial % % Discarded % After Discard

DoG 84 32 93

Gabor 90 24 97

Table 4: E�ect of pre-processing methods on shift-varying dataset (full groups

of �ve used for training) (a) Standard 250/250 RBF Network (b) 30+60 Face

Unit RBF Network

(a)

Pre-processing Initial %



Observations

Several points can seen from the results:

�



invariance to facial expression and re�ning an automated `face-�nder' routine.

This is necessary for the next stage of development in which people are to be

identi�ed in natural image sequences with the usual variations in illumination

as well as position, scale, view and facial expression. The statistical nature of

the information successfully captured by RBF nets to do the classi�cation task

may also be e�ective for the face localisation task. It is clear from the work of

Turk & Pentland (1991) and Bishop (1995) and others using statistically based

techniques that this is the key to good performance and the RBF techniques

are mathematically well-founded, which gives a clear advantage in engineering

a solution to our application problems. Future work will tackle the full uncon-

strained recognition task by tracking faces in real-time and gathering enough

information to classify them accurately with good generalisation to other image

sequences containing familiar people.
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